AIX Disk Tuning Guidelines

August 31, 1999

The three criteria for configuring disk drives include storage capacity, price and performance. Generally, you can only achieve two of the three criteria at any time, so configuring disk drives involves trade-offs. 

This guideline discusses configuring disks for performance.  Disk performance depends on many factors, including nature of the application, the database design, the number of concurrent accesses and the type of disk and it’s configuration.  Since no two systems are identical, there are no definitive disk configuration rules, only guidelines. Here are few of those guidelines for setting up AIX disks.  These guidelines are not comprehensive, but do provide a good starting point.
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General Guidelines

1. By far, the most important elements in disk tuning elements are the Application and database design. Both should be designed to minimize disk I/O.  System tuning rarely fixes a poorly designed application or database.  The following guidelines assume the application and database are well designed.

2. Avoid disk I/O where possible.  For example, turn off unnecessary logging. 

3. Spread I/O over as many disks and adapters as economically feasible. 

4. Locate the most active partitions on the “optimum spot” on the disk (see below).

5. Isolate the most active partitions on their own disk.

6. Randomize the sequencing of LV partitions across disks (see below).

7. As a rule of thumb, you have an I/O bottleneck if
· The vmstat command shows the “wa” column averaging over 20-30%. 

· The iostat command shows a disk’s “%tm_act” averaging over 50-60%.

Hardware Selection Guidelines

1. Memory: AIX caches recently used files in memory. Subsequent accesses are from memory, completely avoiding physical I/O. The larger the memory, the better the cache hit ratio.
2. Number of Disks: Size the number of disks based on I/O capacity, storage capacity, and reliability requirements. In many cases the I/O capacity, not storage capacity, determines the number of disk drives in most commercial systems.  

If possible, use “iostat” data to size the number of disks. The first step is to determine whether the I/O access is random or serial.  Do so by dividing the iostat “kbps” column by the “tps” column. The result is the average disk transfer size in “kilobytes per transfer.”  Smaller disk transfers (<4k) indicate random I/O. Larger disk transfers indicate serial I/O.  

The next step is to calculate the number of disks drives to support the I/O workload. Use the appropriate formula in the table below to estimate the minimum number of disk drives.  Note these formulas assume the I/O is well balanced over the disks.

Raid Level
Formula to Calculate Number of Disks

None 
N = TPS / IOS

Raid 1 (Mirroring)
N = [ R * TPS  + 2 * (1 – R) * /TPS ]/ IOS

Raid 5
N = [ R * TPS  + 4 * (1 – R) * /TPS ]/ IOS

Where:

N = the minimum number of disk drives. (Does not include redundancy.)

TPS = projected peak tps 

R = fraction of disk transfers that are read.

IOS = I/O Capacity of disk, in I/O per second per disk.  

IOS = 60 for random access.

IOS = 1400 for serial access. 

In absence of sizing data, use 5-10 active users per disk drive as a starting point.  

3. Disk Adapters: provide sufficient disk adapters to handle the expected data rates. A SCSI Fast Wide adapter supports about 15 MB/sec, and the Ultra SCSI supports about 30 MB/sec (75% of rated capacity).  The SSA adapter supports 160 MB/sec, but may not achieve this due to the PCI or MCA bus limitations.

Use SSA Write Cache to improve the performance for random I/O writes.    
Customization Guidelines

1. Memory: Adjust vmtune’s maxperm parameter to allocate more memory to caching data files. 

2. Volume Groups: Separate the AIX operating system, application binaries and data to minimize I/O contention and to simplify systems management.

3. Logical Volume Separation:  Isolate "I/O intensive" logical volumes.  Ideally, locate one I/O intensive logical volume per disk. Note the I/O intensive logical volume can coexist with one or more inactive logical volumes on the same disk. 

4. Logical Volume Sequencing Across Disks: Randomize the sequence of partitions across disks.  This minimizes “convoy” bottlenecks that can occur during serial reads/writes, such as parallel database loads.  If all LV partitions are laid out in the same disk sequence, the system backs up behind the slowest DB load.  To illustrate, assuming you want to create 3 partitions on three disks, you might sequence the order of the first partition as disk1-disk2-disk3, the second partition as disk3-disk2-disk1 and the third partition as disk2-disk1-disk3.  

5. Logical Volume Placement on Disk: The optimum placement depends on whether Mirror Write Consistency (MWC) is used:

If unmirrored, place the most active data in the center of the disk.

If mirrored and MWC enabled, place the most active data on the outer edge of the disk.

In all other cases, place least active data on the inner edge of the disk.

(Note:  Raid 5 has no concept of placement on disk.)

6. Random I/O Workloads: Spread highly active data over as many disk drives and adapters as economically feasible. Create logical volumes in smit with "Range on physical volumes = maximum.”  
Random Read performance: For average read activity, use either standard disk, or Raid 5 (n+1 parity).  For higher levels of read activity, use mirroring.  AIX will automatically “load level” by reading from either mirror copy (if mirroring SCHEDULE POLICY=parallel.)

Random Write performance: Configure “Asynch I/O” to improve write performance for applications that support it.  For the best price/performance/availability combination, use AIX LVM to spread partitions across multiple Raid 5 arrays.

If mirroring is used, locate the most “write active” partitions on the outer edge of the disk.  If your application supports it, turn off Mirror Write Consistency for the partitions with the highest write activity.  Although setting MWC=off significantly improves I/O performance (20-50%), it involves systems management (recovery) and data integrity tradeoffs.  I generally do not recommend turning off MWC, so consider this option carefully before implementing!

7. Serial I/O Workloads: Place partitions on contiguous disk blocks.  Create logical volume in smit with the “Range on physical volumes = minimum.”
Use Raid 0 (striping) to maximize serial read/write performance. The stripe size should match the typical I/O size. Note Raid 0 provides no redundancy.  To provide both redundancy and performance, combine Raid 0 and Raid 1. Raid 0+1 is available starting at AIX 4.3.3.  For earlier versions of AIX, Raid 0+1 can be achieved by using SSA hardware stripping (available with PCI SSA #6225 Adapter), and AIX LVM mirroring (Raid 1).

It improve sequential performance, increase AIX’s vmtune’s maxpgahead parameter.  Increasing this parameter, tells AIX to read ahead more, in anticipation of a serial read.
Operational Suggestions

1. Periodically run defrag on write intensive JFS filesystems.  The “defragfs” command is available via the command line or in “smit.”
2. If mirroring is used, consider removing the mirror, or turning MWC off, during large database loads.  Recreate the mirror, or turn MWC on, after the load.
3. Serialize I/O intensive jobs that access the same data.  Running jobs in parallel can exponentially increase batch time (queuing theory).

Even with the best planning, disk I/O bottlenecks still happen.  You can identify the cause of the bottlenecks using the generic Unix iostat and vmstat commands, as well as the AIX specific " filemon" command.  “Filemon” is an extremely utility because it provides a detailed report of I/O activity by file, LV partition and disk.  Once the bottleneck has been identified, you can relocate partitions using the AIX "migratepv" command.
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