AIX/pSeries Change Control Checklist


The attached checklist is a guide for “change control”. “Change control” is a systems management discipline whose objective is to minimize the risk associated with change.  The type of changes includes adding hardware, software, patches, updates, tuning, and customization.  The importance of “change control” can not be over emphasized for business-critical systems.  Even small changes can result in unintended results that can severely impact the business, such as degradation of performance, functionality, availability or loss of data.
At a minimum, the “change control” process should include
· Planning

· Testing

· Deployment

· Verification

The extent of planning and testing depend on the Service Level Agreement.  Obviously high risk, high impact systems require more attention than low risk/low impact systems.  The checklist should be modified to match the Service Level Agreement. 

The checklist reduces risk through its emphasis on testing.  Tests should cover both implementation and “back out” plans.  Testing the “back out” is important because it is difficult to anticipate every problem in today’s complex environments.   However, we can generalize where most problems occur.  Experience shows the most common problems involve:

· Software incompatibility

· Adapter microcode – device driver – operating system - middleware
· Operating system - application
· Testing issues
· Lack of procedure testing

· Implementation 

· Back out 

· Invalid testing 
· Non representative test hardware

· Different test/production software versions
· Different test vs production procedures 
· Implementation

· No back out plan
· Changing too many things at the same time (makes problem determination difficult)
· Releasing a problem to production
· No baseline performance/function checks
· No post implementation checks 
In conclusion, experience shows that risk associated with change can never be eliminated. However, good planning and testing can reduce the risks to the acceptable range.

Planning
	Y/N
	Description

	
	Service Level Agreement exists and specifies availability, maintenance windows requirements.  Cost of downtime.  

	
	Project plan defined as appropriate for the Service Level Agreement and risks.
· Project manager identified

· Resources assigned

· Stakeholders notified
· Validation tests with success criteria 
· Implementation strategy 
· Scheduling

· Timeline
· Contingency plans

	
	Documentation reviewed for all components in system.  This includes hardware, operating system, middleware, application, and database.
· Sources

· Vendor documentation (“README”, manuals, etc)
· Vendor support organization (ie SupportLine)

· Web search

· Web forums  (ie comp.unix.aix)

· Types of Information

· Prerequisites

· Procedures
· Known issues, compatibility

	
	Target software versions/patch levels are supported in combination.
· Adapter microcode

· Device driver

· Operating system

· Middleware
· Application

· Database

Use “Microcode Discovery Service” (aka Inventory Scout) to verify microcode level.  
http://www-1.ibm.com/servers/eserver/support/pseries/fixes/hm.html 

AIX fixes 
http://www-1.ibm.com/servers/eserver/support/pseries/fixes/  

	
	Risks and possible resolutions have been identified in a first pass “risk assessment”

	
	


Testing

	Y/N
	Description

	Pre Test 

	
	Current production configuration is documented.  
· Server model

· Adapters and microcode levels (“lscfg –v”,  Inventory Scout)

· Network (type, routers) 

· Storage (type, switches, cabling)

· Hardware settings  (“lsattr –El <name>”)

· Device drivers:  “lscfg –v”

· AIX version/maintenance/patch level
AIX 5.1:  “lslpp –L”, “oslevel –r”
AIX 5.2:   ”lslpp –L”, “oslevel –r”, “compare report”

· Middleware, application and database version

· Tuning/customization settings

· AIX 5.1:  vmtune, no, “lslv –m”

· AIX5.2:  vmo, ioo, no, “lslv –m”

	
	Test hardware is a reasonable approximation of production 

	
	Test system software levels and configuration are identical to production

	
	Test and production procedures are identical

	
	Preparation for contingency plans complete

· OS, application, data backed up

· High available

	
	Baseline verification checks completed.
· Functionality/Performance
· Health: “errpt”, “lppchk –v”
· System settings are same as production (hardware, AIX tuning)

	Deployment tests

	
	Your stuff goes here….

	Verification

	
	Implementation plans were successful

	
	Did the test procedures change the system

· Functionality/performance
· Health 

· System settings 

	
	Contingency plans tested and successfully  

· Backout
· Failover/failback
· Restore from a backup

	
	


Final Adjustments to the Plan 

	Y/N
	Description

	
	Risk assessment completed.
· Potential problems 

· Probability

· Impact
· Resolution: mitigation, avoidance or acceptance

Procedures adjusted and retested.

	
	Users, administration, operations, management are in agreement with the final project plan.
· Implementation 

· Downtime 

· Methodology

· Assigned resources 

· Contingency plans

· Milestones with “Go/No Go” checkpoints
· Recovery time

· Scheduling
· Success criteria (verification tests)

	
	


Deployment/Verification
	Y/N
	Description

	Preparation

	
	Preparation completed for contingency plans.  System can be rebuilt from scratch if necessary.
· OS, application and data backed up, restore tested 
· Configuration, tuning, customization documented 

	
	Baseline checks completed on production server
· Performance (batch time, user response time, network)
· Functionality 
· System health check (“errpt”, diag, “lppchk –v”)

	
	New software license keys available (if required). 
· If keys needed and not available, will software vendor be “open” when you plan to implement? 

	
	Users, management, notified.  Resources in place.

	Deployment

	
	“Your stuff goes here”. Every situation is different, but typical entries include
· Step by step procedures

· Backout procedures

· Milestones, checkpoints

· Go/No go criteria

· Support phone numbers

· Progress reports

	Verification 

	
	System verification tests completed successfully

· Hardware configuration and customizations

· AIX version/patches/tuning/customization

· Health checks  (errpt, “lppchk –v”)

	
	Acceptance tests completed successfully

· Functionality

· Performance 

· Application

· Data

	Post Deployment

	
	New system backed up

	
	Change control records updated, final procedures documented

	
	Users, management, notified
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